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Abstract— The modern advances of social media platforms and
content sharing websites led to the popularization of Internet
memes, and today’s Internet landscape contains websites that
are predominantly dedicated to meme sharing. While at their
inception memes were mostly humorous, this concept evolved
and nowadays memes cover a wide variety of subjects, including
political and social commentaries. Considering the widespread
use of memes and their power of conveying distilled messages,
they became an important method for spreading hate speech
against individuals or targeted groups. Given the multimodal
nature of Internet memes, our proposed approach is also a
multimodal one, consisting of two parallel processing branches,
one textual and one visual, that are joined in a final classification
step, providing prediction results for the samples. We test our
approach on the publicly available Memotion 7k dataset and
compare our results with the baseline approach developed for
the dataset.

I. INTRODUCTION

The idea of memes is not new, being coined in 1976 [1]
when it is used to describe the way cultural ideas spread
among the population, similar to gene mutations. However, as
the Internet evolved, so did this concept, and today, according
to the Oxford Dictionary, it can mostly be defined as: “An
image, video, piece of text, etc., typically humorous in nature,
that is copied and spread rapidly by Internet users, often with
slight variations”. Measurements presented in state-of-the-art
literature show that memes can contain different degrees of
harmful content, including but not limited to racism and
aggression [2] and extreme political and social propaganda [3].

As a particularity, some of the most viral memes tend to
contain both images and text, making them hard to process by
automated systems. Given the inherently multimodal content,
any automatic hate speech detection would have to take into
account both text and visual information in order to correctly
represent and predict the presence of hateful speech. On the
other hand, both these types of information must be jointly
processed, as the text or the visual content, by themselves,
may not represent hateful content, but when taken together
their message changes. Such examples are presented in Figure
1, containing images extracted from the Facebook Hateful
Memes Challenge and Dataset [4]. While texts like “Love
the way you smell today” cannot be considered hateful, when
imposed over the image of a skunk, it can be considered
hateful or aggressive speech. While these are only a few
examples, they do represent the complexity of this type of
problem.

Fig. 1. Sample images extracted from the Facebook Hateful Memes
Challenge and Dataset [4].

Interest in the community for automatic methods that would
help detect such content is at an all-time high. Several datasets
have been released, that take into account many approaches
and types of hateful content, including the Facebook Hateful
Memes Challenge and Dataset [4] and the Memotion 7k [5]
and many of them also include private or public benchmark-
ing competitions. Another interesting community project in
this direction is the Code-Against-Hate hackathon [6], that
tasks participants to create concepts of automatic tools that
“nudge” [7] users towards a desired result instead of outright
banning or deleting content.

In recent works, many papers deal with the prediction of
hateful content, either from a unimodal perspective, usually
by using traditional features [8] or from a multimodal, deep-
learning perspective [9]. For a thorough overview of these
methods, several literature review papers are available [10],
[11].

Our work proposes an automatic end-to-end architecture
that can analyze both text and visual information extracted
from Internet memes. For text processing we employ an
architecture that uses attention and bi-directional Long short-
term memory (LSTM) layers, while images are processed in a
convolutional architecture. The outputs of these layers are con-
catenated and processed by several fully connected layers. The
rest of the paper is structured as follows. Section II presents
the proposed method, analyzing the individual components,
and Section III presents the experimental setup and results.



Fig. 2. General diagram of the proposed architecture, presenting the text and visual processing branches that contain the preprocessing steps and the deep
processing layers, and the final prediction branch, containing the fully connected layers.

Section IV concludes the paper and identifies some future
research directions.

II. PROPOSED METHOD

Our proposed method processes text and visual information
on two separate processing branches of an end-to-end deep
neural network architecture, uniting the results of the process-
ing branches and producing the prediction results with a final
fully connected layer architecture. The outline of this approach
is presented in Figure 2.

A. Text processing

There have been multiple approaches to perform sentiment
analysis in Natural Language Processing. Some of the most
successful attempts were accomplished by translating words
into numerical representations, which are stored in an em-
bedding matrix and then passed through a recurrent neural
network [12], [13].

The text processing branch uses an initial preprocessing
step that adapts the input text for the LSTM network. Several
actions are taken by the text preprocessor that include: (i)
text conversion, (ii) removing unnecessary information, (iii)
tokenization, (iv) lemmatization, and (v) vectorization.

In the text conversion phase, all words from the text are
transformed into lower case words, in order to lower the
degree of complexity associated with text processing. The
unnecessary information that is removed from the text is
composed of punctuation, URLs, stop words, numbers and
emojis. The Natural Language Toolkit (NLTK) [14] Python
library is used as a dictionary for common stop words, along
with a custom list of stop words created by us, containing
typical Internet slang that the NLTK dictionary does not
contain. The tokenization phase is a preprocessing step that
transforms the given text into tokens, while Lemmatization
consists of reducing words to a root form, therefore giving
all the related words the same form. Both these steps are
performed with the help of the spaCy [15] Python library.
Finally, the vectorization phase is carried out with the help of
a word2vec approach [16].

The model architecture we implemented is a bi-directional
LSTM neural network, with a vanilla attention layer as de-
scribed in [17]. The LSTM-based text processing architecture

Fig. 3. Text processing architecture, presenting the Embedding lookup table,
Attention and Bi-LSTM layers.

takes the input created by the preprocessing steps, and, after
creating an embedding lookup table, passes the text through
an attention layer, followed by two bi-directional LSTM [18]
layers. While the attention layer has the size of the created
lookup table, the LSTM layers have the same number of
units as the initial size of the input vector. The output of
this architecture is a uni-dimensional vector of size 64, that
can be concatenated and further processed with the outputs of
the visual processing stage. This architecture is presented in
Figure 3.

B. Visual processing

Image processing has been dominated by convolutional
approaches, since the success registered by the AlexNet net-
work [19]. Employing a convolutional approach in our case
would imply using mainly the convolutional layers, in order
to create an output that can be concatenated with the output
created by the text processing branch and processed by the
final set of fully connected layers.

The image preprocessing step for our proposed method
consists of fewer steps, only resizing the image to the appro-
priate size that corresponds to the input of our convolutional
image processing network. The backbone of the convolutional
networks is represented by the ResNet architecture [20], a
popular image processing network that previously achieved
top results in image classification tasks.

The basic building block of this type of network is a
traditional residual block, presented in Figure 4. The network



Fig. 4. The residual block of the visual processing architecture, presenting
the different sizes of the convolutional layers, the batch normalization and
ReLU layers.

is created by adding residual blocks to the network and linking
them in a sequential manner. Finally, in order to create a one-
dimensional output for this architecture, the output of the final
residual block is processed by an AvgPool layer. Based on the
evolution of the traditional ResNet approaches, several types
of ResNet backbone networks are tested, mainly differentiated
by the number of residual layers employed, namely ResNet-
18, ResNet-34, ResNet-50 and ResNet-101.

C. Prediction processing

As presented in Figure 2, the outputs of the text and visual
processing architectures are concatenated inside the end-to-end
architecture and are processed by a series of fully connected
layers that have the role of learning the patterns in the input
space in order to create accurate predictions. Several variations
of the prediction processing branch are tested, by varying the
network width and height. For height variations, we changed
the number of neurons in each of the fully connected layers,
testing values of H ∈ {256, 512, 1024}, while for the network
width we changed the number of layers in the network, testing
values of W ∈ {3, 5, 7, 9}.

D. Training protocol

The training process is carried out in an end-to-end manner,
starting a new training run for each of the variations presented
in the previous sections. We employ an Adam optimizer [21],
with an initial learning rate of 0.01, and binary crossentropy
as the loss function. For each network variant, training is done
for 50 epochs, with a batch size of 16 samples.

III. EXPERIMENTAL RESULTS

Experimentation is carried out on the Memotion 7k
dataset [5], a dataset that contains labels for different cat-
egories of memes, classifying offence, humor, sarcasm, and
motivation. The dataset contains a total of 6992 samples, that
we split by means of a random stratified k-fold approach,
generating 80% training data (5593 memes) and 20% testing
data (1399 memes). For our experiments we used the four
classes of offensive content, as described by the dataset

TABLE I
RESULTS ON THE MEMOTION 7K DATASET [5]. WE PRESENT THE

VARIATIONS OF THE ARCHITECTURE, AND COMPARE OUR RESULTS WITH

THE BASELINE DNN PROPOSED BY THE AUTHORS OF THE DATASET. BEST

MACRO F1 (MF1) METRIC RESULTS ARE PRESENTED IN BOLD.

Conv Width Height MF1
ResNet-34 3 512 0.2225
ResNet-34 5 512 0.2279
ResNet-34 7 512 0.2116
ResNet-34 9 512 0.2037
ResNet-34 5 256 0.2381
ResNet-34 5 512 0.2279
ResNet-34 5 1024 0.2073
ResNet-18 5 256 0.2498
ResNet-34 5 256 0.2381
ResNet-50 5 256 0.2310
ResNet-101 5 256 0.1871

Baseline DNN [5] 0.2301

authors in Task 3: “not offensive”, “slightly offensive”, “very
offensive” and “highly offensive”, with non-hateful content
representing 36% of the data.

For testing and comparing our results we used the Macro
F1 metric (MF1), and used the baseline score presented by the
creators of the dataset as a measure of performance (MF1 =
0.2301). The baseline results are achieved by the creators of
the dataset with a deep architecture that processes the text in-
formation via 1-D convolutional and LSTM layers, and visual
information via a VGG-16 [22] architecture. Finally, it is worth
mentioning that the organizers provide text information for
each of the memes in the dataset, therefore no optical character
recognition (OCR) module is needed in our experiments. In
a real world environment however, such a module would be
necessary and the final result of the prediction network would
also depend on the recognition accuracy of the OCR module.

A. Network variations

As we presented in Section II, several network variants are
tested, using different ResNet backbone architectures (ResNet-
18, Resnet-34, ResNet-50, and ResNet-101), different network
width for the prediction branch (3, 5, 7, and 9 layers), and
different network height for the prediction branch (256, 512,
and 1024 neurons per layer). The results are presented in
Table I. For each parameter the best variants have the MF1
results presented in bold, while the best overall performing
architecture is presented entirely in bold.

It is interesting to note that the majority of best performing
variants tend to have a lower dimensionality. As presented
in the results table, the best performing architecture uses a
ResNet-18 backbone, 5 fully connected layers and has 256
neurons per layer. Furthermore, there is an observable trend
for low results when the network is at its largest. Using 9 fully
connected layers brings the results down to 0.2037, using 1024
neurons per layer 0.2073 and ResNet-101 architecture 0.1871.

While these observations may seem somehow counter-
intuitive, as one would expect larger networks to perform
better, we theorize that this behaviour may occur due to the



low number of training samples in the dataset (5593 samples).
Using a larger dataset may change this trend.

B. Final results

As shown in Table I, our best performing system achieves
a MF1 score of 0.2498, representing an increase of 8.24%
over the provided DNN baseline. While this Macro F1 score
may not seem too high, the fact that it surpasses the proposed
baseline indicates that it represents an accurate depiction of the
current possibilities under this particular setting. Furthermore,
while tasks with an objective ground truth value are starting
to show near-perfect machine learning methods of prediction,
tasks that have a certain degree of subjectivity in them are
more complex. The prediction of hateful content is, by its
nature, a subjective property of multimedia content, as anno-
tators would not always agree on what is and is not hateful.
This subject is touched upon in some of the literature review
papers that deal with hateful content detection [11].

Several other well known tasks that seek to predict and
analyze subjective properties of multimedia data have also
shown results that are far from near-perfect performance. One
example in this case would be represented by the prediction
of media interestingness [23]. As presented during the 2017
MediaEval Predicting Media Interestingness task [24], systems
submitted by participants to this task rarely score above 0.3
with regards to the official metric (mean average precision).
However it is interesting to note that in many such tasks results
tend to grow each year, indicating that participants start to
better understand and tune their systems to the concept that is
being analyzed.

IV. CONCLUSIONS

In this work we presented our approach for the prediction
of hateful and offensive memes. We developed an automatic
end-to-end architecture that analyzes both text and visual in-
formation extracted from Internet memes. The text processing
branch uses attention and bi-directional LSTM layers, while
the visual processing branch uses a ResNet-like convolutional
architecture. The outputs of these deep architectures are pro-
cessed in the final stage of the network by a fully connected
architecture. Several setups and variants of this end-to-end
architecture are proposed. We perform experiments on the
Memotion 7k dataset, using a similar dataset setup, data split,
and metric as the ones proposed by the creators of the dataset.
Final results show that our proposed system performs better
than the baseline DNN architecture suggested in the Memotion
dataset, improving those results by 8.24%. Future work on the
proposed method may include varying the parameters of the
text processing branch, testing other backbone architectures
for the visual processing branch and testing our methods on
larger datasets.
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