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ABSTRACT

The paper presents an original neural network approach for
region of interest detection and classification in multi-spectral
satellite images. The proposed method uses a sequence of
Pulse Coupled Neural Networks that identifies plausible re-
gions of interest. These regions are passed to a dimension
reduction algorithm, Principle Component Analysis, in order
to generate the input data for a Support Vector Machine clas-
sifier, that validates the data. The algorithm’s parameters are
optimized using a Genetic Algorithm. The algorithm is de-
signed to distinguish regions that are extremely similar, such
as parks in a city that has entire districts made up of houses
with yards. The algorithm has been tested on images pro-
vided by the Sentinel-2 satellite, and it proved that it can re-
call 76.85% of the pixels marked as park in the ground truth
data, which was obtained from Open Street Map .

Index Terms— Pulse Coupled Neural Network (PCNN),
Principle Component Analysis (PCA), Support Vector Ma-
chine (SVM), Genetic Algorithm (GA)

1. INTRODUCTION

Traditionally, only a small number of automated studies have
been performed on earth observation imagery (natural disas-
ter evaluation, change detection[1]), mainly because the infor-
mation is extremely dense and hard to automatically evaluate.
On top of this, urban areas present a diverse array of features,
such as neighbourhoods with houses, apartment buildings and
parks, that might be very similar and close to each other. This
paper presents a novel approach for automatic identification
of city areas covered by parks, as this information is hard to
determine for most world cities, given that green cadastre is
an emergent concept in most slightly developed countries. In
order to evaluate the quality of life, we find this measurement
important.

Satellite images have been used in urban information pro-
cessing, covering domains including urban change detection
[2], land use [3]. Several vegetation indexes have been cre-
ated [4, 5] as methods of crops and general vegetation surface

area assessment, however unlike our approach no learning al-
gorithms were implemented, thus no classification between
normal vegetation (grass, gardens) and organized urban parks
can be achieved with these approaches.

Pulse Coupled Neural Networks (PCNN), a biologically
inspired type of neural network whose design tries to mimic
the visual cortex of mammals [6, 7], were used in satellite im-
age change detection applied to wildfire affected areas [8] this
paper concluding the usefulness of PCNN in the analysis of
satellite images, also pointing out the good segmentation per-
formance achieved by this network over reference segmenta-
tion methods [9]. The same performances were also achieved
by [1] in a paper that studies the monitoring of power lines
from satellite images.

2. PROPOSED METHOD

In this section we will present all the subcomponents of
the proposed algorithm, and in the final subsection we will
present how these components work together to predict the
pixels of an image that represent a park.
2.1. Pulse Coupled Neural Network (PCNN)
2.1.1. Standard PCNN algorithm
The PCNN network is described by the following equations:
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where ap, ap, and ag are the time constants; Vg,V and
Vg are the magnitude adjustments; 3 is the linking strength
of the PCNN. Each neuron is denoted by indices (i, j), and
one of its neighboring neurons is denoted with indices (k, ).
Feeding component F;;[n] is combined with linking compo-
nent L;;[n] into neurons internal activity U;;[n]. The neu-
ron receives input signals via feeding synapse M;;z; and S;;,
the pixel value, and each neuron is connected to its neighbors
such that the output signal of a neuron modulates the activity
of its neighbors via linking synapse W;;x;. The pulse is able
to feed back to modulate the threshold E;;[n] via a leaky inte-
grator, raising the threshold by magnitude Vg, that decreases
with time constant ag. During iterations, when a neurons in-
ternal activity U;;[n] exceeds its dynamic threshold U;;[n], a
pulse is generated (firings).

2.1.2. Non Binary PCNN algorithm

Even though the binarization step is an essential step in the
PCNN algorithm, for our purposes we determined that if the
final binarization step is omitted, the resulting image provides
helpful fuzzy information. By omitting this last step, at the
last iteration of the PCNN algorithm, and returning the U ma-
trix, from equation 4, the algorithm returns a non-binary ma-
trix. This matrix enhances some features while diminishing
others. Optimizing the internal parameters of the PCNN al-
gorithm we can control what features are enhanced.

2.2. Principal Component Analysis (PCA)

We have used a PCA [10] algorithm to reduce the dimension
of the data from a (q*q*3)-dimensional space to a smaller
dimension space, which is determined in the GA optimization
stage. Also g, which is the size of the sliding window, is
determined in the GA optimization stage.

2.3. Support Vector Machine (SVM)

The SVM [11] algorithm is based on a decision hyper plane,
which is basically a border between the classes. In the lit-
erature it is clearly shown how the SVM kernels can remap
the original data points into a higher space so that they be-
come separable. The classification is considered only for the
two class case. In this paper, we strive to separate two classes
(park and non park) using a function induced by the exam-
ples we have available (training set). The aim is to obtain a
classification rule that works well on examples yet unknown
(generalization).

2.4. Genetic algorithms (GA)

We have used a genetic algorithm (GA) [12] to optimize the
166 parameters of the PCNN model: the number of itera-
tions n; the linking strength 3; the link arrange representing

the size of the matrices M/W; the values of the M/W ma-
trix; the time constants ar = «r and ag; the magnitude
adjustments Vp = Vi and Vg; besides this the GA opti-
mized the threshold levels of the final algorithm, the princi-
pal component analysis parameters and the sliding window
size and step. The GA parameters are: chromosome popula-
tion; crossover rate; mutation rate; elite count; stop genera-
tion. The fitness function for GA is the score of correct pixels
identified as being parks. As a result of the final algorithm, we
obtain a set of white pixels belonging to the predicted class.

2.5. Multi-Layered Based-PCNN (MLB-PCNN)

The model proposed by our team is a complex combination of
12 operations, combining several algorithms in a specific se-
quence - as shown in Figure 1. In the beginning these actions
are performed: the algorithm receives information from two
different spectral images, it then processes them with the Non
Binary PCNN algorithm; once this operation is done, it adds
the results. The next step consists of applying a threshold on
the matrix resulted from the previous step and then it passes
the result to a Non Binary PCNN algorithm. The resulting
matrix undergoes a thresholding step and then is fed into two
different Non Binary PCNN algorithm . The results of these
two algorithms are added and fed into a standard PCNN algo-
rithm. The binary matrix that results from the standard PCNN
is used to select the plausible pixels from three spectral im-
ages (two are the same as the initial images, and the third
is selected automatically by the GA to maximize the perfor-
mance). Using a sliding window the plausible pixels are in-
troduced in a PCA algorithm that reduces the dimensions of
the data. This data is classified using the SVM block, that
decides if the data is representing a park or not.

3. DATASET DESCRIPTION

We will evaluate the results of our methods on a dataset of
hyperspectral images extracted from the Sentinel-2 [13] satel-
lites. The Sentinel-2 program offers images from a pair of
satellites (Sentinel-2A and Sentinel-2B) consisting of 13 dif-
ferent spectral bands, with central wavelengths between 443
and 2190 nm, from the near visible and near-infrared (VNIR)
and short-wave infrared (SWIR) at resolutions ranging from
10 meters to 60 meters. The declared mission of Sentinel-2
is to generate information relating to climate change, environ-
mental policies, sustainable development, agriculture and risk
management.

Band | Central wavelength | Resolution | Bandwidth
7 783 20 20
10 1375 60 20
11 1610 20 90

Table 1. Sentinel-2 used spectral bands.
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Fig. 1. Multi-Layered Based-PCNN (MLB-PCNN) algorithm framework.

Fig. 2. Ground truth data. The area of Bucharest is shown in
green, while the target parks are shown in yellow.

The images were taken from the 735TMK tile, from June
30, 2017, a tile that contains the target city for our exper-
iments, Bucharest. The resolutions of the tile images are:
1830 x 1830 for the spectral bands with 60 meter resolution,
5490 x 5490 for the 20 meter resolution and 10980 x 10980
for the 10 meter resolution.

Ground truth data, regarding the coordinates of the parks
for the city of Bucharest, was collected from OpenStreetMap
(OSM) [14] via the Overpass API. We collected all the tar-
get areas marked with the following tags: “leisure - park”,
“landuse - forest”, “nature - heath”, ’tourism - theme_park”,
“boundary - national_park”, “boundary - protected_area”,
”leisure - garden”, “leisure - nature_reserve” and “natural -
wood”. This query returned 131 items, representing 6.69% of
the total area of Bucharest, as shown in Figure 2.

4. EXPERIMENTAL RESULTS

In order to evaluate the performance of the proposed algo-
rithm we decided to run a couple of tests. In the first test
we used half of Bucharest’s parks for training and the other
half for testing. In the second test we decided to use 3/4
of the parks for training and the rest for tests. For compar-
ison we tried to use several deep neural networks, including
YOLO[15]. Unfortunately we could not obtain any signifi-

Fig. 3. Result: Precision: 0.4816, Recall: 0.7685. The blue
pixels are the non-park pixels, while the detected parks are
shown in yellow.

cant results using these methods, most probably because the
training set is extremely small. In consequence we decided to
compare our results with a standard PCNN algorithm, whose
parameters have been optimized with a GA and followed by
the same sliding window-PCA-SVM algorithm for the identi-
fication of parks in Bucharest.

Algorithm Precision | Recall
PCNN 172 0.3750 | 0.4098
PCNN 1/4 0.3341 | 0.5425
MLB-PCNN 1/2 | 0.5429 | 0.4005
MLB-PCNN 1/4 | 0.4816 | 0.7685

Table 2. Experimental results. Results are calculated at pixel
level.

The metrics used for describing the performance of the al-
gorithms, Precision and Recall, were calculated at pixel level,
meaning P = TP/(TP+ FP)and R =TP/(TP + FN),
where TP is the number of true positive predicted pixels, FP
is the number of false positive pixels and FN is the number
of false negative pixels. Here we must mention that the GA
has determined that the best spectral bands to be used are the
7, 10 and 11, as shown in Table 1, and the SVM kernel is



linear, which proves that the data is linearly separable. The
results can be seen in Table 2. As seen in the results table, the
proposed algorithm benefits considerably from an increase in
the number of examples it receives for training. Therefore the
best results were achieved when the training data consisted
of 3/4 of the total number of parks, with a pixel level Recall
value of 0.7685.

S. CONCLUSIONS AND FUTURE WORK

The proposed method has proven that it can identify 76.85%
of the required pixels and that it can obtain adequate results
from a very small training set (6.69% * 3/4 of the total number
of pixels), representing a state of the art result when compared
with other approaches. This method generated a useful tool
for exploiting the publicly available data provided by various
satellite systems (e.g. the Sentinel-2 program) in an urban
ecological effort.

In the future we plan to test this algorithm by using one
city for training and other ones for testing, and even chain-
ing the number and the nature of the represented classes, by
predicting other nearly indistinguishable areas.
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